Step by Step Guide to setup Elephas Cluster

1. Launcu Ec2 Instance amitsparkw1 t2.xlarge security group “launch-wizard-10”
2. Wait till its state is running
3. Connect using EC2 Instance Connect
4. commandLine Interface is up then

sudo apt update

sudo apt install software-properties-common

sudo apt install python3.8

python3.8 --version

sudo apt install pip

pip install matplotlib

pip install virtualenv

sudo apt install openjdk-8-jdk

export JAVA\_HOME=/usr/lib/jvm/java-8-openjdk-amd64

wget https://downloads.apache.org/spark/spark-3.1.2/spark-3.1.2-bin-hadoop3.2.tgz

sudo mkdir /opt/spark

sudo tar -xf spark\*.tgz -C /opt/spark --strip-component 1

sudo chmod -R 777 /opt/spark

echo "export SPARK\_HOME=/opt/spark" >> ~/.bashrc

echo "export PATH=$PATH:$SPARK\_HOME/bin:$SPARK\_HOME/sbin" >> ~/.bashrc

echo "export PYSPARK\_PYTHON=/usr/bin/python3" >> ~/.bashrc

source ~/.bashrc

sudo apt install python3-pip python3-dev

sudo -H pip3 install --upgrade pip

sudo -H pip3 install virtualenv

mkdir ~/my\_ML\_Projects

cd ~/my\_ML\_Projects

virtualenv ml\_project\_env

source ml\_project\_env/bin/activate

pip install jupyter findspark numpy matplotlib tensorflow keras pyspark pandas sklearn

pip install elephas

jupyter notebook --ip=\*

#after opening jupyter notebook open jupyter terminal

git clone <https://github.com/siyad-CT/HPE_ML_WS>

1. Launch another EC2 Instance amitsparkw2 t2.xlarge securitygroup “launch-wizard-10”
2. Repeat all above steps 2-4 for this ec2 instance
3. Launch another EC2 Instance amitsparkw3 t2.xlarge securitygroup “launch-wizard-10”
4. Repeat all above steps 2-4 for this ec2 instance

Master – amitspark

Worker1 – amitsparkw1

Worker2 – amitsparkw2

Worker3 – amitsparkw3

on master:

sudo apt install openssh-server openssh-client

cd ~/.ssh

ssh-keygen -t rsa -P ""

ls

sudo service ssh restart

cat id\_rsa.pub

ssh-rsa AAAAB3NzaC1yc2EAAAADAQABAAABgQDD7cWDRKdnMzFZ5TtxZeb3WWN7FielRU6905PdpFlyKneurd7tFZnnNYBGx/HWXwyD8/kg56b8bVake0h1+BlCLNF19kyIEvn4Ri6lhKOCv4r+WthYhDoXFMlEt0xALfPztjgk0sCSTDy9K/6tkcvRC+b/S55MSQP1H/exiPyxUXL7nDG4jRstzEyENhrLFyWKlSdUPOSAI5PKsqiTv0YlcF6t5Rh/7oj3V+JWPUlkDZJrcuUMsZa4VkAJs6IjVNVhRu53vvt/158CwKUEbBvl6tP6S+0744cfQGG6Qaz3j4ee5dCg4PNAB37jhq9OoWL4HYzBtg9bVc+CpaxoYP2TAAlHMZGewKS2/uYsfAfmWw+jT0pwUuXy6lt4VWcNHz2ELEnHv6XzImvGR2aaRhkTNxjSaeo7Zz2KvGvX7/oPVlFhq0yYOjohh+bOAEOmqZd4AblrpMgrDIwBkUiNl6LeHC3IXv17Fc76tlkIF4J2VFTcJBGDR6hGKg+JLg27EYU= ubuntu@ip-172-31-18-164

for each worker:

cd ~/.ssh

ls

nano authorisedkey

paste key

on master: (to taste connection)

ssh -i ~/.ssh/id\_rsa ubuntu@54.90.160.202

exit

ssh -i ~/.ssh/id\_rsa ubuntu@54.226.246.237

exit

ssh -i ~/.ssh/id\_rsa ubuntu@204.236.240.54

exit

on master:

cd /opt/spark/conf/

cp spark-env.sh.template spark-env.sh

nano spark-env.sh

export SPARK\_MASTER\_HOST=172.31.15.218

export JAVA\_HOME=/usr/lib/jvm/java-8-openjdk-amd64

export PYSPARK\_PYTHON=python3

cp workers.template slaves

nano slaves

172.31.28.181

172.31.20.186

172.31.29.170

cp spark-defaults.conf.template spark-defaults.conf

nano spark-defaults.conf

spark.driver.memory 5g

spark.driver.maxResultSize 2g

spark.executor.memory 5g

sh /opt/spark/sbin/start-all.sh

cd ~/my\_ML\_Projects/

source ml\_project\_env/bin/activate

jupyter notebook --ip=\*

git clone https://github.com/siyad-CT/HPE\_ML\_WS